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Abstract—High-quality education is one of the keys to achieving a more sustainable world. The recent COVID-19 epidemic has triggered the outbreak of online education, which has enabled both students and teachers to learn and teach at home. Meanwhile, it is now possible to record and research a large amount of learning data using online learning platforms in order to offer better intelligent educational services. Knowledge Tracing (KT), which aims to monitor students’ evolving knowledge state, is a fundamental and crucial task to support these intelligent services. Therefore, an increasing amount of research attention has been paid to this emerging area and considerable progress has been made. In this survey, we propose a new taxonomy of existing basic KT models from a technical perspective and provide a comprehensive overview of these models in a systematic manner. In addition, many variants of KT models have been proposed to capture more complete learning process. We then review these variants involved in three phases of the learning process: before, during, and after the student learning, respectively. Moreover, we present several typical applications of KT in different educational scenarios. Finally, we provide some potential directions for future research in this fast-growing field.
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1 INTRODUCTION

Throughout the world, education has been found to exhibit a close and positive relationship with economic, political, and cultural development [1]. As the world changes, governments have made increasing efforts to adjust their education policies in order to promote the individuals and communities [2, 3]. For example, the federal government of the United States published a Five-Year Strategic Plan for Science, Technology, Engineering and Mathematics (STEM) education in 2018, which emphasizes workforce development and technical skills [4]; moreover, the National Natural Science Foundation of China added a new application code F0701 in 2018 to support basic research in educational information science and technology [5]; Sweden also published a national strategy for the digitalization of the K-12 school system in 2017 with the aim of fostering adequate digital competence [6].

Recently, due to the threat of COVID-19, about 1.6 billion students (potentially exceeding 91% of total registered users, according to UNESCO) who would normally have been studying in school have been forced to be at home and 191 countries implemented country-wide school closures during the most difficult time [7]. In this context, online education, which plays an indispensable role in minimizing disruption to education, is developing on an unprecedented scale and gradually becoming a fashionable style of learning. Online education breaks free of the limitations of physical classrooms and enables to teach and learn flexibly anytime, anywhere [8, 9, 10]. At the same time, online learning has the potential to bring huge educational benefits by providing each student with an optimal and adaptive learning experience. Online learning systems (such as Coursera, ASSISTment and massive online open courses) [11, 12] have proven to be even more effective than traditional learning styles, owing to that they can offer more intelligent educational services, such as adaptive recommendations of individualized learning paths to students. In order to provide these intelligent services for each student, online learning systems continuously record a massive amount of available data about student-system interactions, which can be further mined to assess their knowledge levels and learning preferences. Concretely, Knowledge Tracing (KT) [13] is one of the most fundamental and critical research problems for intelligent education. KT utilizes a series of sequence modeling-oriented machine learning methods capable of exploiting educationally related data to monitor students’ dynamic knowledge states. Nowadays, KT is widely applied in online intelligent tutoring systems and is also receiving growing attention [14, 15].

Fig. 1 presents a simple schematic diagram of the KT process. As the student works, the learning system continuously to record the student’s observational learning data, including exercises, the knowledge concepts (e.g., equality, inequality, plane vector and probability, which are represented in different colors in Fig. 1) contained in exercises, and students’ answers (i.e., correct or incorrect responses). Benefiting from the development of intelligent education [16] and the methods of data anonymization [17], a large amount of side information is also recorded, such as response time, opportunity count and tutor intervention, which more completely reflect students’ learning behaviors. In addition, new technologies, enabling new approaches such as learning effective representations from limited educational data with crowdsourced labels, are also in constant development [18]. With reference to the recorded learning data, KT aims to maintain an estimate of student’s changing knowledge state. Taking Fig. 1 as an intuitive example, the student’s prior knowledge states on the four knowledge concepts are 0.2,
0.4, 0.4 and 0.5 respectively. While practicing, the student continues to absorb new knowledge, which can also be reflected by the gradually increased areas of the radar map that indicate the student’s knowledge mastery. After a period of learning, the student’s knowledge state reaches 0.9, 0.8, 0.8 and 0.7 on corresponding knowledge concepts, which indicates fairly good knowledge growth. KT models aim to monitor the process by which students’ knowledge state changes in order to provide intelligent services to students, such as recommending exercises that suit their ability level. Indeed, KT is of great significance for both online learning systems and students. First, KT models enable the development of personalized adaptive learning systems. Once it has grasped the precise knowledge state of students, the learning system can customize more suitable learning schemes for different students, making it possible to teach students in accordance with their knowledge proficiency. Second, students themselves can also better understand their learning process, and they are encouraged to pay more attention to the knowledge concepts of which their mastery is poor in order to maximize their learning efficiency [19, 20].

Knowledge tracing has been studied for decades. Early KT-related studies can be traced back to the late 1970s; these works focused primarily on confirming the effectiveness of mastery learning [21]. Prior to 1990, the subject of KT was not discussed by researchers. To the best of our knowledge, Corbett and Anderson [13] were the first to introduce the concept of KT; these authors utilized Bayesian networks to model the student learning process, an approach referred to as Bayesian Knowledge Tracing. Subsequently, the significance of KT was recognized by a broader spectrum of people, and increasing attention has been channeled into KT-related research. For example, many logistic models have been applied for KT, including Learning Factor Analysis [22] and Performance Factor Analysis [23]. In recent years, deep learning has boosted research into the KT task, due to its powerful capacity to extract and represent features and its ability to discover intricate structure [24]. For example, Deep Knowledge Tracing introduced recurrent neural networks (RNNs) [25] into the KT task and was found to significantly outperform previous methods [26]. After that, by considering various characteristics of the learning sequence, many KT methods have introduced more types of neural networks to the KT task. For example, graph-based KT applied graph neural networks to model the knowledge structure in knowledge concepts [27]. Some attention-based KT approaches have utilized the attention mechanism to capture dependencies between learning interactions [28, 29]. Moreover, due to the requirements of specific applications, many variants of KT models have also been continuously developed, and KT has already been successfully applied in many educational scenarios.

While novel KT models, as well as their massive variants and applications, continue to emerge, there have been few survey papers about this young research field, particularly as regards the emerging deep learning-based KT models. To this end, the present survey targets this research gap and aims to comprehensively review the current development and the state-of-the-art works on the KT task in a systematic manner. More specifically, as shown in Fig. 2, we first propose a new taxonomy of existing KT models from a technical perspective, which splits them into three categories: (1) probabilistic models, (2) logistic models and (3) deep learning-based models. Under this new taxonomy, we comprehensively review the basic KT models. We then introduce a large amount of variants of these basic KT models, which model more complete learning process in different learning phases. In addition, we present several typical applications of KT in different scenarios. Finally, we propose some potential future research directions. In general, this paper presents an extensive survey of knowledge tracing that can serve as basic guidelines for both researchers and practitioners in future research.

The remainder of this survey is organized as follows. Section 2 presents both the formal definition of the KT task and the taxonomy of KT models. Section 3 provides a review of the three categories of basic KT models. Section 4 describes the variants of basic KT models. Section 5 introduces the extensive applications of KT in different scenarios. Section 6 outlines some potential future research directions. Finally, section 7 summarizes the paper.

2 OVERVIEW

2.1 Problem Definition

In an online learning system, suppose there exist a set of students S and a set of exercises E, where different students are asked to answer different exercises in order to achieve mastery of related knowledge. Each exercise is related to specific Knowledge Concepts (KCs; e.g.,
multiplication and friction), which represents the basic unit of knowledge content. Generally speaking, the name given to the knowledge content differs across online learning platforms, for instance, it is named skill in ASSISTments [30]. To promote better understanding, we refer to these uniformly as knowledge concepts throughout this paper, and denote the set of all KCs as \( K \). Besides, \( M \) and \( K \) are used to represent the total number of different exercises and KCs, respectively. The learning sequence of a student is represented as \( X = \{ (e_1, a_1, r_1), (e_2, a_2, r_2), ..., (e_t, a_t, r_t), ..., (e_N, a_N, r_N) \} \), where the tuple \( (e_t, a_t, r_t) \) represents the learning interaction of this student at the \( t \)-th time step, \( e_t \) represents the exercise answered by the student, \( a_t \) represents the correctness label (i.e., with 1 for correct and 0 for incorrect answers), \( r_t \) stands for the side information recorded in this learning interaction, and \( N \) is the sequence length of the learning interaction. The research problem of knowledge tracing can thus be defined as follows:

Given the sequence of students’ learning interactions in online learning systems, knowledge tracing aims to monitor students’ changing knowledge states during the learning process and accurately predict their performance on future exercises; this information can be further applied to individualize students’ learning schemes in order to maximize their learning efficiency.

2.2 Categorization

As shown in Fig. 2, we divide and summarize the existing KT models according to their technical differences with a new taxonomy. In more detail, the proposed taxonomy splits existing KT methods into three categories: (1) probabilistic models, (2) logistic models, and (3) deep learning-based models. In addition to these basic KT models, we also introduce a large number of their variants, which respectively model more complete learning process from three various learning phases: (1) modeling individualization before learning, (2) incorporating engagement and utilizing side information during learning, and (3) considering forgetting after learning. Moreover, we also summarize the extensive applications of KT in different educational scenarios.

3 Basic Knowledge Tracing Models

In this section, as shown in Table 1, we present the basic KT models according to our taxonomic framework. According to the timeline of development, we will first introduce the probabilistic models, followed by the logistic models and finally the deep learning-based ones.

3.1 Probabilistic Models

The basic paradigm for probabilistic models in KT assumes that the learning process follows a Markov process, where students’ latent knowledge state can be estimated by their observed learning performance [13]. In the following, we will present two basic probabilistic models in our taxonomy framework: the original Bayesian knowledge tracing (BKT) and the dynamic Bayesian knowledge tracing (DBKT).

3.1.1 Bayesian Knowledge Tracing

To the best of our knowledge, Bayesian Knowledge Tracing (BKT) was the first KT model to be proposed [13]. The topology of BKT’s structure is illustrated in Fig. 3: here, the unshaded nodes represent unobservable latent knowledge states, while the shaded nodes represent the observable answers of the student.

In fact, BKT is a special case of Hidden Markov Model (HMM). There are two types of parameters in HMM: transition probabilities and emission probabilities. In BKT, the transition probabilities are defined by two learning parameters: (1) \( P(T) \), the probability of transition from the unlearned state to the learned state; (2) \( P(F) \), the probability of forgetting a previously known KC, which is assumed to be zero in BKT. Moreover, the emission probabilities are determined by two performance parameters: (1) \( P(G) \), the probability that a student will guess correctly in spite of mastery; (2) \( P(S) \), the probability a student will make a mistake in spite of mastery. Furthermore, the parameter \( P(L_0) \) represents the initial probability of mastery. BKT assumes a two-state student modeling framework: a knowledge concept is either learned or unlearned by the student, and there is no forgetting once a student has learned the knowledge. Given the observations of the student’s learning interactions, the following equation is used to estimate the knowledge state and the probability of correct answers:

\[
P(L_n) = P(L_n|Answer) + (1 - P(L_n|Answer))P(T), \\
P(C_{n+1}) = P(L_n)(1 - P(S)) + (1 - P(L_n))P(G),
\]

where \( P(L_n) \) is the probability that a KC is mastered by the student at the \( n \)-th learning interaction, \( P(C_{n+1}) \) is the
A summary of different types of basic knowledge tracing models.

<table>
<thead>
<tr>
<th>Category</th>
<th>Typical approach</th>
<th>Technique</th>
<th>KC relationship</th>
<th>Knowledge state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic models</td>
<td>Bayesian knowledge tracing [13]</td>
<td>Bayesian networks</td>
<td>independent</td>
<td>unobservable node in HMM</td>
</tr>
<tr>
<td></td>
<td>dynamic Bayesian knowledge tracing [31]</td>
<td>Dynamic Bayesian networks</td>
<td>pre-defined</td>
<td></td>
</tr>
<tr>
<td>Logistic models</td>
<td>learning factor analysis [22]</td>
<td>logistic regression</td>
<td>independent</td>
<td>the output of logistic regression function</td>
</tr>
<tr>
<td></td>
<td>performance factor analysis [23]</td>
<td>factorization machines</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>knowledge tracing machines [32]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deep learning-based models</td>
<td>deep knowledge tracing [25]</td>
<td>RNN/LSTM</td>
<td>discover automatically</td>
<td>the hidden state</td>
</tr>
<tr>
<td></td>
<td>memory-aware knowledge tracing [33]</td>
<td>memory networks</td>
<td>correlation weights</td>
<td>value matrix</td>
</tr>
<tr>
<td></td>
<td>exercise-aware knowledge tracing [34, 35]</td>
<td>semantic exercise representations</td>
<td>related coefficients</td>
<td>weighted sum of historical states</td>
</tr>
<tr>
<td></td>
<td>attentive knowledge tracing [24, 29]</td>
<td>self-attention mechanism</td>
<td>attention weights</td>
<td>attentive historical knowledge state</td>
</tr>
<tr>
<td></td>
<td>graph-based knowledge tracing [27]</td>
<td>graph neural networks</td>
<td>edges in graph</td>
<td>aggregate in the graph</td>
</tr>
</tbody>
</table>

Fig. 3. The topology of Bayesian Knowledge Tracing [13]. $K$ are the unobserved knowledge nodes, $A$ are the observed performance (answer) nodes. $P(L_0)$ represents the initial probability. $P(T)$ is the transition probability, $P(G)$ is the guessing probability and $P(S)$ is the slipping probability.

The probability of correct answers at the next learning interaction, $P(L_n)$ is the sum of two probabilities: (1) the probability that the KC is already in a learned state, which is not affected by the answer; (2) the probability that the student’s knowledge state of the KC will make the transition to the learned state. The posterior probability $P(L_n | Answer)$ is estimated by a Bayesian inference scheme, as follows:

$$P(L_n | correct) = \frac{P(L_n - 1) - P(S)}{P(L_n - 1) - P(S) + (1 - P(L_n - 1))P(G)}$$

$$P(L_n | incorrect) = \frac{P(L_n - 1)P(S) + (1 - P(L_n - 1))P(G)}{P(L_n - 1)P(S) + (1 - P(L_n - 1))P(G)}$$

3.1.2 Dynamic Bayesian Knowledge Tracing

BKT models the parameters of each KC individually, i.e., it employs one BKT model for each KC. However, KCs are not completely independent of each other, but rather hierarchical and closely related [36]. Dynamic Bayesian networks are able to jointly represent multiple skills within one model, which can potentially increase the representational power of knowledge tracing. Therefore, Käser et al. [31] proposed dynamic Bayesian knowledge tracing (DBKT) to model the prerequisite hierarchies and relationships within KCs based on dynamic Bayesian networks, which considers different KCs jointly within the model.

In DBKT, a student’s knowledge mastery is also represented by binary latent variables and can be estimated from the student’s learning interactions. Fig. 4 depicts the topology of DBKT; here, the unshaded circular node $KC_i$ represents the binary mastery variable of the KC, while $i$ is the index of KC. The shaded rectangular nodes represent observable variables (i.e., binary student answers) associated with the corresponding KCs. In contrast to BKT, DBKT models the dependencies between the different KCs; for example, $KC_1$ and $KC_2$ are prerequisites for mastering $KC_3$. In Fig. 4, therefore students’ mastery of $KC_3$ depends on their mastery of $KC_1$ and $KC_2$.

Let $H$ denote the unobserved variables, i.e., lack of student answers and binary mastery variables. In Fig. 4 suppose that the student is answering an exercise associated with $KC_1$ at time step $t_1$ correctly, i.e., $a_{1,1} = 1$. The set of observed variables is then $a_m = a_{1,1}$ and the set of unobserved variables is $h_m = \{KC_{1,1}, KC_{2,1}, KC_{3,1}, a_{2,1}, a_{3,1}\}$. The objective of DBKT is to find the parameters $\theta$ that maximize the likelihood of the joint probability $p(a_m, h_m | \theta)$.

The log-likelihood can alternatively be formulated using a log-linear model, as follows:

$$L(w) = \sum_m \ln\left(\sum_{h_m} \exp(w^T \Phi(a_m, h_m) - \ln(Z))\right),$$

where $\Phi: A \times H \rightarrow \mathbb{R}^F$ denote a mapping from the observed space $A$ and the latent space $H$ to an $F$-dimensional feature vector. Moreover, $Z$ is a normalizing constant, and $w$ denotes the weights of the model.

3.2 Logistic Models

In contrast to probabilistic models, logistic models are a large class of models based on logistic functions, the underlying concept behind which is that the probability of answering exercises correctly can be represented by a mathematical function of student and KC parameters. In logistic models, the binary answers (correct/incorrect) submitted by the students follow a Bernoulli distribution. These models first take advantage of different factors in student’s learning
interactions to compute an estimation of the student and KC parameters, then utilize a logistic function to transform this estimation into the prediction of the probability of mastery. We will introduce three logistic models in this section: (1) learning factor analysis (LFA), (2) performance factor analysis (PFA) and (3) knowledge tracing machines (KTM).

3.2.1 Learning Factor Analysis

The LFA model considers the following learning factors:
- Initial knowledge state: parameter \( \alpha \) estimates the initial knowledge state of each student;
- Easiness of KCs: some KCs are more likely to be known, and parameter \( \beta \) captures the easiness of different KCs;
- Learning rate of KCs: some KCs are easier to learn than others, and parameter \( \gamma \) denotes the learning rate of KCs.

The learning rates of different students are assumed to be the same. The standard form of the LFA model is as follows:

\[
\theta = \sum_{i \in N} \alpha_i S_i + \sum_{j \in KCs} (\beta_j + \gamma_j T_j) K_j,
\]

\[
p(\theta) = \frac{1}{1 + e^{-\theta}},
\]

where \( S_i \) is the covariate for the student \( i \), \( T_j \) represents the covariate for the number of practice opportunities on KC \( j \), \( K_j \) is the covariate for KC \( j \), \( \theta \) is the estimation of the probability of student and KC parameters, and \( p(\theta) \) is the estimation of the probability of a correct answer.

3.2.2 Performance Factor Analysis

The PFA model can be seen as an extension of the LFA model that is especially sensitive to the strongest indicator of student learning performance. In contrast to the LFA model, the PFA model considers different factors, namely the following:
- Previous failures: parameter \( f \) is the prior failures for the KC of the student;
- Previous successes: parameter \( s \) represents the prior successes for the KC of the student;
- Easiness of KCs: parameter \( \beta \) menas the easiness of different KCs, which is the same as in the LFA model.

The standard PFA model takes the following form:

\[
\theta = \sum_{j \in KCs} (\beta_j + \mu_j s_{ij} + \nu_j f_{ij}),
\]

\[
p(\theta) = \frac{1}{1 + e^{-\theta}},
\]

where \( \mu \) and \( \nu \) are the coefficients for \( s \) and \( f \), which denote the learning rates for successes and failures, respectively.

3.2.3 Knowledge Tracing Machines

The KTM model takes advantage of factorization machines (FMs) to generalize previous logistic models to higher dimensions. FMs were originally proposed as a general predictor that works with any real valued feature vector, which can model all interactions between variables using factorized parameters. FMs provide a means of encoding side information about exercises or students into the model; thus, KTM is able to make use of all the information available at hand.

3.3 Deep Learning-based Models

Notably, the cognitive process can be influenced by many factors at both the macro and micro level. It is difficult for probabilistic or logistic models to adequately capture a cognitive process of this complexity. Deep learning has a powerful ability to achieve non-linearity and feature extraction, making it well suited to modeling the complex learning process, especially when a much larger amount of learning interaction data is available. In recent years, many research works on deep learning-based KT models have been proposed and achieved quite good performance. Nevertheless, deep learning-based models are poorly interpretable due to their end-to-end learning strategy, which limits their further applicability owing to the crucial significance of interpretability for students modeling. According to our taxonomy framework, we will introduce deep learning-based models from five aspects based on the technical differences: (1) deep knowledge tracing, (2) memory-aware knowledge tracing, (3) exercise-aware knowledge tracing, (4) attentive knowledge tracing, and (5) graph-based knowledge tracing.

3.3.1 Deep Knowledge Tracing

Deep knowledge tracing (DKT), which is the first approach to introduce deep learning into knowledge tracing, utilizes recurrent neural networks (RNNs) to model the students’ knowledge states. DKT applies RNNs to process

Fig. 5. Example of activation of a knowledge tracing machine. \( V \) refers to the matrix of embeddings, \( w \) refers to the vector of biases, and \( l \) is the encoding vector of the learning interaction.
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Fig. 6. Deep Knowledge Tracing [26]. $x_t$ are the input embeddings of students’ learning interactions, $h_t$ are the hidden states that represent students’ knowledge state, and $y_t$ are the predicted answers.

the input sequence of learning interactions over time, maintaining a hidden state that implicitly contains information about the history of all past elements of the sequence. The hidden state evolves based on both the previous knowledge state and the present input learning interaction [26]. DKT provides a high-dimensional and continuous representation of the knowledge state, making them better able to model the complex learning process. Generally, RNNs’ variant long short-term memory (LSTM) networks [42] are more commonly used in the implementation of DKT, which is made more powerful through considering forgetting.

Fig. 6 illustrates the process of deep knowledge tracing. In DKT, exercises are represented by their contained KCs. For datasets with different number of KCs, DKT applies two different methods to convert students’ learning interactions $X = \{(e_1, a_1), (e_2, a_2), \ldots, (e_t, a_t), \ldots, (e_N, a_N)\}$ into a sequence of fixed-length input vectors. More specifically, for datasets with a small number $K$ of unique KCs, $x_t \in \{0, 1\}^{2K}$ is set as a one-hot embedding, where $x_t^k = 1$ if the answer $a_t$ of the exercise with KC $k$ was correct or $x_t^k = 1$ if the answer was incorrect. For datasets with a large number of unique KCs, one-hot embeddings are too sparse; therefore, DKT sets each input vector $x_t$ to a corresponding random vector, then takes the embedded learning sequence as the input of RNNs and applies a linear mapping and activation function to the output hidden states to obtain the knowledge state of students:

$$h_t = \tanh(W_{hs}x_t + W_{hh}h_{t-1} + b_h),$$
$$y_t = \sigma(W_{yh}h_t + b_y),$$

(7)

where $\sigma$ is the sigmoid function, $\tanh$ is the activation function, $W_{hs}$ is the input weight parameter, $W_{hh}$ is the recurrent weight parameter, $W_{yh}$ is the readout weight parameter, $b_h$ and $b_y$ are the bias terms, respectively.

Benefiting from the advantages of RNNs, DKT has demonstrated a superior performance contrast to the probabilistic and logistic models. Moreover, DKT can further discover the exercise relationships after training. Nevertheless, DKT also has certain shortcomings that cannot be ignored. For example, the DKT model lacks interpretability: it is difficult to figure out how the hidden states can represent students’ knowledge state, and it cannot explicitly determine a student’s level of knowledge mastery from the hidden state [41]. Yeung and Yeung [43] further revealed that there are two unreasonable phenomena in DKT that violate the common sense, i.e., (1) it fails to reconstruct the observed input, and (2) the predicted knowledge state is not consistent across time-steps. Overall, DKT remains a promising KT model [44].

3.3.2 Memory-aware Knowledge Tracing

In order to enhance the interpretability of deep learning-based KT models, memory-aware knowledge tracing introduces an external memory module [45] to store the knowledge concepts and update the corresponding knowledge mastery of the student. The most representative of these models is Dynamic Key-Value Memory Networks (DKVMN) for knowledge tracing [33], which can accurately point out students’ specific knowledge state on KCs. DKVMN initializes a static matrix called a key matrix to store latent KCs and a dynamic matrix called a value matrix to store and update the mastery of corresponding KCs through read and write operations over time.

As shown in Fig. 7, an embedding matrix is first defined to obtain the embedding vector $k_t$ of the exercises. A correlation weight $w_t$ is then obtained by taking the inner product between the exercise embedding $k_t$ and the key vectors $M^k$, following by the softmax activation:

$$w_t = \text{Softmax}(k_t^T M^k),$$

(8)

where the correlation weight $w_t$ represents the correlation between the exercises and all latent KCs. Both the read and write operations will use $w_t$.

For the read operation, DKVMN can predict student performance based on the student’s knowledge mastery. More specifically, DKVMN reads students’ mastery of the exercise $r_i$ with reference to the weighted sum of all memory vectors in the value matrix using the correlation weight. Then the read content and the input exercise embeddings are then concatenated together and passed to a fully connected layer to yield a summary vector $f_i$, which contains both the student’s knowledge mastery and the prior difficulty of the exercise. Furthermore, the student’s performance can be predicted by applying another fully connected layer with a sigmoid activation function to the summary vector:

$$r_i = \sum_{i=1}^{N} w_t(i) M^i(i),$$
$$f_i = \tanh(W_f r_i + b_f),$$
$$p_t = \sigma(W_p f_i + b_p),$$

(9)
where $W_f$ and $W_p$ are the weight parameters, while $b_f$ and $b_p$ are bias terms.

For the write operation, after an exercise has been responded to, DKVMN updates students’ knowledge mastery (i.e., the value matrix) based on their performance. In more detail, the learning interaction $(e_i, a_i)$ is first embedded with an embedding matrix $B$ to obtain the student’s knowledge growth $v_i$. Then DKVMN calculates an erase vector $e_r$ from $v_i$ and decides to erase the previous memory value with reference to both the erase vector and the correlation weight $w_i$. Following erasure, the new memory vectors are updated by the new knowledge state and the add vector $a_i$, which forms an erase-followed-by-add mechanism that allows forgetting and strengthening knowledge mastery in the student’s learning process:

\[
\begin{align*}
\text{erase}_i &= \sigma(W_e v_i + b_e), \\
\tilde{M}_e^i &= M_{e,i-1}^i [1 - w_i(i)\text{erase}_i], \\
\text{add}_i &= \tanh(W_d v_i + b_d), \\
M_e^i &= \tilde{M}_e^i + w_i(i)\text{add}_i,
\end{align*}
\]

where $W_e$ and $W_d$ are the weight parameters, while $b_e$ and $b_d$ are bias terms.

Abdelrahman and Wang [43] pointed out that although DKVMN modeled students’ knowledge state through their most recent practices, it failed to capture long-term dependencies in learning process. Therefore, they proposed a Sequential Key-Value Memory Network (SKVMN) to combine the strengths of DKT’s recurrent modelling capacity and DKVMN’s memory capacity for knowledge tracing. In SKVMN, a modified LSTM called Hop-LSTM is used to hop across LSTM cells according to the relevance of the latent KCs, which directly captures the long-term dependencies. In the write process, when calculating the knowledge growth of a new exercise, SKVMN enables it to consider the current knowledge state in order to get more reasonable results.

### 3.3.3 Exercise-aware Knowledge Tracing

In online education systems, the text content is of great significance for the understanding of exercises (e.g., similarity and difficulty). For example, Huang et al. [47] used text materials to automatically predict the difficulty of exercises and Liu et al. [48] utilized the text content to find similar exercises. Yin et al. [49] further proposed a pre-training model called QuesNet for comprehensively learning the unified representations of heterogeneous exercises. In fact, exercises’ text contents also have significant impacts on students’ performance, as understanding exercises is the first step to answer them. Therefore, Liu et al. [35] proposed the Exercise-aware Knowledge Tracing (EKT) model to leverage the effectiveness of the text content of exercises in order to enhance the KT process. More specifically, instead of using one-hot encoding of exercises, EKT automatically learns the semantic representation $x_i$ of each exercise from its text content $e_i$. As shown in Fig. 8(a), EKT first uses Word2vec [50] to train a pre-trained word embedding vector for each word $w_i$ in exercise $e_i$, then it constructs a bidirectional LSTM, which capturing the word sequence from both forward and backward directions, to learn the semantic word representation. Finally, the element-wise max-pooling operation is utilized to merge $L$ words’ contextual representations into a global embedding $x_i$ as $x_i = \max(v_1, v_2, ..., v_L)$. After obtaining the semantic representation $x_i$ of each exercise, in order to distinguish the different influences of correct and incorrect answers on a student’s knowledge state, EKT extends the answer $a_i$ to a feature vector $0 = (0, 0, ..., 0)$ with the same dimensions as $x_i$ and represents the learning interaction $\tilde{x}_i$ as follows:

\[
\tilde{x}_i = \begin{cases} 
|x_i \oplus 0|, & \text{if } a_i = 1, \\
0 \oplus x_i, & \text{if } a_i = 0.
\end{cases}
\]

In order to explicitly measure the extent to which the student has mastered a certain KC, EKT further incorporates the information of KCs associated with each exercise. As shown in Fig. 8(b), a memory module consists of a matrix $M$ is set up to represent KCs. The KCs of each exercise is converted into a one-hot encoding $KC_i \in \{0, 1\}^K$ with dimension equaling to the total number $K$ of all KCs. An embedding matrix $W_K \in \mathbb{R}^{K \times d_k}$ transfers $KC_i$ into a low-dimensional vector $v_i \in \mathbb{R}^{d_k}$ as follows: $v_i = W_K^T KC_i$. Another static memory network [43] is then utilized to calculate the knowledge impact $\beta_i$, which quantifies the correlation weights between the $i$-th KC of the exercise and each knowledge memory vector in $M$, as follows:

\[
\beta_i = \text{Softmax}(v_i^T M_i) = \frac{\exp(v_i^T M_i)}{\sum_{i=1}^K \exp(v_i^T M_i)}.
\]

With the knowledge impact $\beta_i$ of each exercise, the input $\tilde{x}_i$ is replaced by a new joint representation: $\tilde{x}_i = \beta_i \tilde{x}_i$. At
each learning step $t$, EKT updates the student’s knowledge state $H^i_t \in \mathbb{R}^{K \times d}$ by the LSTM networks \[32\], as follows:

\[
\begin{align*}
    i_t &= \sigma \left( W_{xi} \tilde{x}_t + W_{hi} H^i_{t-1} + b_i \right), \\
    f_t &= \sigma \left( W_{xf} \tilde{x}_t + W_{hf} H^i_{t-1} + b_f \right), \\
    o_t &= \sigma \left( W_{xo} \tilde{x}_t + W_{ho} H^i_{t-1} + b_o \right), \\
    c_t &= f_t \cdot c_{t-1} + i_t \cdot \tanh \left( W_{xc} \tilde{x}_t + W_{hc} H^i_{t-1} + b_c \right), \\
    H^i_t &= o_t \cdot \tanh (c_t),
\end{align*}
\]

where $i_t$ is the input gate, $f_t$ is the forget gate and $o_t$ is the output gate; moreover, $W_{xi}$ and $W_{hi}$ are the weight parameters, while $b_i$ are the bias terms, respectively.

Next, EKT utilizes the attention mechanism to enhance the effect of student performance on similar exercises in order to predict future student performance. The matrix $H_{att}$ represents the attentive hidden state, where each slot $H^i_{att}$ can be computed as follows:

\[
H^i_{att} = \sum_{j=1}^{T} \alpha_j H^j_i, \alpha_j = \cos(x_{t+1}, x_t).
\]

Finally, EKT can predict the student’s performance on the next exercise $e_{t+1}$ as follows:

\[
\begin{align*}
    s_{t+1} &= \sum_{i=1}^{K} \beta^i_{t+1} H^i_{att}, \\
    y_{t+1} &= ReLU \left( W_1 \cdot \left[ s_{t+1} \oplus x_{t+1} \right] + b_1 \right), \\
    a_{t+1} &= \sigma \left( W_2 \cdot y_{t+1} + b_2 \right),
\end{align*}
\]

where $W_1$ and $W_2$ are weight parameters, $b_1$ and $b_2$ are bias terms, and $\oplus$ is the concatenation operation.

In addition to exploring the text content in order to capture meaningful exercise information, Liu et al. \[51\] presented a method for obtaining pre-trained exercise embeddings so as to improve the accuracy of knowledge tracing. In fact, in KT scenarios, the explicit exercise-KC relations and the implicit exercise similarity as well as KC similarity exist simultaneously. To capture all these relations in exercise embeddings, Liu et al. \[51\] first represented them together with exercise difficulties as a bipartite graph. Then they utilized a product layer to fuse these features in the defined bipartite graph to obtain the pre-trained exercise embeddings. Finally, their extensive experiments indicated that the obtained exercise embeddings can significantly improve the performance of some KT models, such as DKT.

### 3.3.4 Attentive Knowledge Tracing

In the development of deep learning, transformer was the first approach to be proposed for neural machine translation \[32\], this model abandon recurrence and relies entirely on an attention mechanism to capture global dependencies within a sequence. The transformer has demonstrated superior power in feature extraction and dependency capture while maintaining high computational efficiency. Some representative transformer-based pre-training models, such as BERT \[53\], have obtained state-of-the-art results on many natural language processing tasks. Pandey and Karypis \[28\] proposed a self-attentive model for knowledge tracing (SAKT), which directly applied the transformer to capture long-term dependencies between students’ learning interaction with few modifications, and achieved fairly good performance. Moreover, Wang et al. \[54\] proposed an adaptive sparse self-attention network to generate the missing features and simultaneously obtained fine-grained prediction of student performance. Zhu et al. \[55\] found there was a vibration problem in DKT and presented an attention-based knowledge tracing model to solve it, which also further used Finite State Automaton (FSA) to provide deep analysis about knowledge state transition.

However, the complexity of the KT task, which is caused by the interactions between students and exercises, limits the performance of the simple transformer application. Therefore, Choi et al. \[56\] proposed a model named separated self-attentive neural knowledge tracing (SAINT) to improve self-attentive computation for knowledge tracing adaptation. More specifically, SAINT has an encoder-decoder structure, where the exercise and answer embeddings are separately encoded and decoded by self-attention layers. This separation of input allows SAINT to stack self-attention layers multiple times and capture complex relations among exercises and answers. Subsequently, the SAINT+ model \[57\] is proposed to incorporate two temporal features into SAINT: namely, the answering time for each exercise and the interval time between two continuous learning interactions. Both SAINT and SAINT+ have achieved superior performance relative to SAKT on the EdNet dataset \[58\], one of the largest publicly available datasets for educational data mining.

Similarly, Ghosh et al. \[29\] observed that SAKT did not outperform DKT and DKVMN in their experiments. Unlike SAINT and SAINT+, these authors presented a context-aware attentive knowledge tracing (AKT) model, incorporating self-attention mechanism with cognitive and psychological models. AKT comprises four modules: Rasch model-based embeddings, exercise encoder, knowledge encoder and knowledge retriever. More specifically, the classic and powerful Rasch model in psychometrics \[59\] was utilized to construct embeddings for exercises and KCs. The embedding of the exercise $e_t$ with KC $c_t$ is constructed as follows:

\[
x_t = c_t \cdot c_t + \mu_{e_t} \cdot d_{c_t},
\]

where $c_t \in \mathbb{R}^D$ is the embedding of the KC of this exercise, $d_{c_t} \in \mathbb{R}^D$ is a vector that summarizes the variation in exercises with the related KC, and $\mu_{e_t} \in \mathbb{R}^D$ is a scalar difficulty parameter that controls the extent to which this exercise deviates from the related KC. The exercise-answer tuple $(e_t, a_t)$ is similarly extended using the scalar difficulty parameter for each pair:

\[
y_t = q(e_t, a_t) + \mu_{e_t} \cdot f(e_t, a_t),
\]

where $q(e_t, a_t) \in \mathbb{R}^D$ and $f(e_t, a_t) \in \mathbb{R}^D$ are KC-answer embedding and variation vectors. Through such embedding, exercises labeled with the same KCs are determined to be closely related while keeping important individual characteristics. Then, the input of the exercise encoder is the exercise embeddings $\{e_1, ..., e_t\}$ and the output is a sequence of context-aware exercise embeddings $\{\tilde{e}_1, ..., \tilde{e}_t\}$. AKT designs a monotonic attention mechanism to accomplish the above process, where the context-aware embedding of each
exercise depends on both itself and the previous exercises, i.e., \( \mathbf{e}_i = f_{\text{enc}}(\mathbf{e}_1, ..., \mathbf{e}_t) \). Similarly, the knowledge encoder takes exercise-answer embeddings \( \{\mathbf{y}_1, ..., \mathbf{y}_i\} \) as input and outputs a sequence of context-aware embeddings of the knowledge acquisitions \( \{\mathbf{y}_1, ..., \mathbf{y}_i\} \) using the same monotonic attention mechanism, which are also determined by students’ answers to both the current exercise and prior exercises, i.e., \( \mathbf{y}_j = f_{\text{enc}}(\mathbf{y}_1, ..., \mathbf{y}_j) \). Finally, the knowledge retriever takes the context-aware exercise embedding \( \mathbf{e}_{\text{ct}} \) and exercise-answer pair embeddings \( \mathbf{y}_{1:t} \) as input and outputs a retrieved knowledge state \( \mathbf{h}_t \) for the current exercise. Since the student’s current knowledge state depends on the related answering exercise, it is also context-aware in AKT. The novel monotonic attention mechanism proposed in AKT is based on the assumptions that the learning process is temporal and students’ knowledge will decay over time. Therefore, the scaled inner-product attention mechanism utilized in the original transformer is not suitable for the KT task. AKT uses exponential decay and a context-aware relative distance measure to compute the attention weights. Finally, AKT achieves outstanding performance on predicting students’ future answers, as well as demonstrating interpretability due to the combination of cognitive and psychometric models.

Besides, as the contextual information of exercises has been identified as highly significant in EKT, Pandey and Srivastava [50] proposed a relation-aware self-attention model for knowledge tracing (RKT), which utilizes contextual information to enhance the self-attention mechanism. RKT defines a concept called the relation coefficients to capture the relationships between exercises, which are obtained from modeling the textual content of the exercises and students’ forgetting behaviors respectively. The contextual exercise representation is then fed to the self-attention layer to trace the latent spatial effects, SKT presented a graph-based knowledge tracing [27], which is composed of three parts: (1) aggregate, (2) update and (3) predict.

In the aggregate module, GKT aggregates the temporal knowledge state and the embedding for the answered KC \( i \) and its neighboring KC \( j \):

\[
h_{k,t} = \begin{cases} [h_{k,t}, a^t \mathbf{E}_s] & (k = i), \\ [h_{k,t}, \mathbf{E}_o(k)] & (k \neq i), \end{cases}
\]

where \( a^t \) represents the exercises answered correctly or incorrectly at time step \( t \), \( \mathbf{E}_s \) is the embedding matrix for the learning interactions, \( \mathbf{E}_o \) is the embedding matrix for the KC, and \( k \) represents the \( k \)-th row of \( \mathbf{E}_e \).

In the update module, GKT updates the temporal knowledge state based on the aggregated features and the knowledge graph structure, as follows:

\[
m_{k,t+1}^{i+1} = \begin{cases} f_{\text{self}}(h_{k,t}^{i+1})(k = i), \\ f_{\text{neighbor}}(h_{k,t}^{i+1}, h_{k,t}^{i})(k \neq i), \end{cases}
\]

\[
m_{k,t+1} = G_{\text{ea}}(m_{k,t+1}^{i+1}),
\]

\[
h_{k,t+1} = G_{\text{gru}}(m_{k,t+1}^{i+1}, h_{k,t}^{i}),
\]

where \( f_{\text{self}} \) is a multilayer perceptron, \( G_{\text{ea}} \) is the same erase-followed-by-add mechanism used in DKVMN, and \( G_{\text{gru}} \) is the gated recurrent unit (GRU) gate [52]. Moreover, \( f_{\text{neighbor}} \) defines the information propagation to neighboring nodes based on the knowledge graph structure.

In the predict module, GKT predicts the student’s performance at the next time step according to the updated temporal knowledge state:

\[
y_{k+1} = \sigma(W_o h_{k+1}^{i+1} + b),
\]

where \( W_o \) is the weight parameter and \( b \) is the bias term.

Recently, in an attempt to further explore knowledge structure, Tong et al. [63] proposed structure-based knowledge tracing (SKT), which aims to capture the multiple relations in knowledge structure to model the influence propagation among concepts. SKT was mainly motivated by an education theory, transfer of knowledge [64], which claims that students’ knowledge state on some relevant KCs will also be changed when they are practicing on a specific KC due to the potential knowledge structure among KCs. Therefore, a student’s knowledge state is determined by not only the temporal effect from the exercise sequence, but also the spatial effect from the knowledge structure. To concurrently model the latent spatial effects, SKT presented the synchronization and partial propagation methods to characterize the undirected and directed relations between
KC, respectively. In this way, SKT could model influence propagation in the knowledge structure with both temporal and spatial relations. By introducing education theory, SKT can get more interpretable evolving knowledge state.

4 Variants of Knowledge Tracing Models

So far, we have presented all basic KT models in our taxonomy. Generally speaking, these basic models are usually based on simplified assumptions (e.g., the two-state assumption in BKT), and mainly leverage the learning interactions (i.e., exercises and responses) to estimate the knowledge state of students. However, students’ real learning process is not simply represented by exercises and responses, but is influenced by many factors. As a consequence, the above basic KT models are straightforward, but have reduced performance in real-world learning scenarios. Many variants have been proposed to capture more complete learning process, which compensate for such performance loss to some extent. In the following, according to different learning phases, we classify the current variants of basic KT models into three categories and review them detail: (1) modeling individualization before learning, (2) incorporating engagement and utilizing side information during learning, and (3) considering forgetting after learning.

4.1 Modeling Individualization before Learning

Everything and everyone has unique characteristics. For example, Liu et al. [65] considered several personalized factors (e.g., spatial and temporal preferences) of various tourists and proposed a “cocktail” approach to personalized travel package recommendation. Similarly, individualization in the KT task refers to that different students tend to have different learning characteristics (i.e., different learning rates or prior knowledge). However, most basic KT models fail to model individualization in this way. Yudelson et al. [66] noted that accounting for student-specific variability in the learning data could enhance the accuracy of BKT. In the following, we will introduce some variants that aim to consider individualization before learning in the KT task.

4.1.1 Modeling Individualization in BKT

The original BKT paper has discussed individualization. Specifically, for a specific KC, it takes advantage of the learning interactions of all students on it to learn its parameters. Similarly, for a specific student, all his/her learning interactions are utilized to fit his/her learning parameters [13]. In this way, BKT can learn different learning and performance parameters for different students and KCs. However, this approach achieves only a limited improvement compared with the original BKT model. When attempting to model individualization in BKT, the natural idea is to individualize the parameters in BKT for each student. Pardos and Heffernan [67] proposed two simple variants of BKT that individualize students’ initial probability of mastery and the probability of transition from the unlearned state to the learned state, respectively. As shown in Fig. 10(a), a student node $S$ is added to individualize the initial probability of mastery $P(L_0|S)$ for each student. The student node has values that range from one up to the total number of students, which means that each student has their own initial probability of mastery. It also has a conditional probability table, which determines the probability that a specific student will have a specific node value. Similarly, if changing the connection of the student node from $P(L_0|S)$ to the subsequent knowledge nodes, the transition probability parameter can also be individualized. In this case, the student node gives individualized $P(T)$ parameters to each student, as shown in Fig. 10(b).

![Graph](image)

Fig. 10. The topology of Bayesian knowledge tracing with individualized initial probability or transition probability [67].

Moreover, rather than individualizing only one kind of parameter in BKT, some other variants of BKT turn to individualize all four BKT parameters simultaneously [69]. Lee and Brunskill [68] indicated that when used in an intelligent tutoring system, the individualized BKT model can well improve the learning efficiency of students, which reduces about half amount of questions for 20% of students to achieve mastery.

Another means of modeling individualization for a larger range of students is clustering, where we can train more appropriate models for different groups of students [69]. K-means is a basic clustering algorithm, which randomly initializes a set of $K$ cluster centroids; these clusters are identified using Euclidean distance. Another popular clustering algorithm is spectral clustering, which represents the data as an undirected graph and analyzes the spectrum of the graph Laplacian obtained from the pairwise similarities of data points. Recently, some novel clustering algorithms have been proposed, including discrete nonnegative spectral clustering [70] and clustering uncertain data [71]. After clustering the students into $K$ groups, we can train $K$ different KT models and make predictions on the test data. The number of clusters $K$ is then varied from $K - 1$ to 1 and the above process is repeated iteratively. Finally, we can obtain a set of $K$ different predictions. Furthermore, for combining these predictions, there are two common methods [72]: (1) uniform averaging, which simply averages the $K$ predictions, (2) weighted averaging, which combines the models by means of a weighted average.

4.1.2 Modeling Individualization in DKT

To model individualization in DKT, Minn et al. [73] proposed a model named deep knowledge tracing with dynamic student classification (DKT-DSC), which introduces individualization to DKT by exploiting the concept of clustering. According to students’ previous performance, DKT-DSC assigns students with similar learning ability into the same group. The knowledge states of students in different groups are then traced by different DKT models. Moreover, considering the dynamic property of the learning ability, in order to dynamically assess the students’ learning ability and accordingly assign students into new groups, each student’s learning sequence is segmented into multiple time...
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intervals. At the start of each time interval, DKT-DSC will reassess students’ learning ability and reassign their groups.

In more detail, students’ learning ability is encoded as a vector with the length of the number of KCs that is updated after each time interval using all previous learning interactions on each KC. In DKT-DSC, the K-means clustering algorithm is utilized to split students with similar ability levels into the same group at each time interval. After learning the centroids of all K clusters, each student at each time interval $Seg_z$ is assigned to the nearest cluster by the following equation:

$$\text{Cluster}(Stu_i, Seg_z) = \arg\min \sum_{c=1}^{C} \sum_{d_i \in C_c} ||d_i - \mu_c||^2,$$  

where $\mu_c$ is the mean of points in $C_c$ (a cluster set). The centroids for each cluster will remain unchanged throughout the entire clustering process. Through dynamic student clustering, DKT-DSC completes a more effective approach to realize the individualization in DKT.

In addition to modeling the individualization of students through extending existing KT models, Shen et al. [24] proposed a convolutional knowledge tracing model (CKT) to implicitly measure student individualization. More specifically, CKT considers two factors that influence students’ individualization, that are individualized learning rates and individualized prior knowledge, respectively. Individualized learning rates represent that students have different absorptive capacities of knowledge. The sequence of student learning interactions can reflect different learning rates in the sense that students with high learning rates can rapidly master knowledge concepts, while others have to spend more time trying and failing. Therefore, it is reasonable to assess the differences in learning rate by simultaneously processing several continuous learning interactions within a sliding window of convolutional neural networks [24]. Moreover, individualized prior knowledge refers to students’ prior mastery of knowledge, which is comprehensively assessed by students’ historical learning interactions.

### 4.2 Incorporating Engagement during Learning

#### 4.2.1 Incorporating Engagement into BKT

Generally, student engagement is hard to measure directly, some online learning systems have made use of sensor data to measure student engagement. For example, inexpensive portable electroencephalography (EEG) devices can successfully help to detect a variety of student mental states related to the learning process, which can be seen as reflections of student engagement [27]. Xu et al. [78] proposed two types of methods that combine EEG-measured mental states to improve the performance of BKT. Concretely, the first one inserts a one dimensional binary EEG measure into BKT, where the EEG-BKT structure extends BKT by adding a binary variable node $E$ between the knowledge node and the answer node. The second combined multi-dimensional continuous EEG measures in KT (EEG-LKT), which uses logistic regression to combine an $m$-dimensional continuous variable $E$ extracted from the raw EEG signal in BKT.

However, in most cases, it is difficult to collect sensor data on every student. Therefore, Schultz and Arroyo [29] proposed the knowledge and affect tracing (KAT) model to parallely model both knowledge and engagement. KAT is a sensorless model which does not rely on any sensor data. In this model, both knowledge and engagement are assumed to have direct influences on student performance. KAT takes three kinds of disengagement behaviors into account: quick guess (the student makes a attempt very quickly), bottom out hint (all available hints are used) and many attempts (making more than three attempts for an exercise). These three behaviors are grouped as “gaming” behaviors in order to predict students’ knowledge and engagement at each learning interaction. Rather than assuming equal influence of knowledge and engagement on students’ knowledge state, one variation on the KAT model defines the connection between knowledge and engagement, and accordingly considers that a student’s knowledge state will influence their engagement. For example, students are more likely to disengage with knowledge they are not familiar. Moreover, rather than explicitly modeling student engagement, Schultz and Arroyo [80] further proposed the knowledge tracing with behavior (KTB) model, which has only one latent knowledge node as a combination of both knowledge and engagement. KTB assumes that both engagement and performance are expressions of a knowledge state. The Bayesian estimation of knowledge state needs to be inferred by both student engagement and performance at every point in time.

#### 4.2.2 Incorporating Engagement into DKT

To incorporate engagement into DKT, Mongkhonvanit et al. [81] proposed to add five features in the process of watching videos on the MOOC to the input of the DKT model. These features reflect student engagement from various aspects, that are playback speed, whether or not the video was paused, fast-forwarded or rewound, and whether or not the video was completed. For example, if a student watch a video in a much faster playback speed, he/she tends to impatient and absent-minded. Moreover, another two features: whether or not the exercise was submitted with an answer selected and whether or not the exercise was a part of an end-of-unit quiz, are also considered together. The experimental results indicate that DKT can achieve better performance simply through incorporating the above binarized engagement covariates.

### 4.3 Utilizing Side Information during Learning

Most KT models only leverage the performance data (i.e., exercises and student answers) to assess the students’ knowledge state. Although these models have achieved
quite good results and have been successfully applied in online learning systems, there are still many other types of side information collected during learning process that can be utilized to obtain the students’ knowledge state more precisely. In this part, we will introduce several variants that attempt to take advantage of these different types of side information during learning.

4.3.1 BKT with side information

Many models that apply side information in the BKT context have been proposed. In this section, we first introduce several works that extend BKT to enable modeling only one kind of side information for specific purposes, after which we present a general model that can utilize all types of side information.

Firstly, in terms of a student’s first response time, a short initial response time could either indicate high proficiency or ‘gaming’ behavior, while a long first response time could either indicate careful thinking or lack of concentration. Since the connection between initial response time and knowledge state could be influenced by many complex and blended factors, Wang and Heffernan [62] proposed to discretize the continuous first response time into four categories (i.e., extremely short, short, long, extremely long) to eliminate unnecessary information and simplify the latent complex possibilities. It then builds a one-by-four parameter table for KT, in which each column represents the category of first response time of the previous exercise, while the relevant values represent the probability of correct answers.

Second, regarding tutor intervention, Beck et al. [83] proposed the Bayesian evaluation and assessment model, which simultaneously assesses student knowledge states and evaluates the lasting impact of tutor intervention. More specifically, it adds one observable binary intervention node to BKT, where True means the tutor intervention occurs in corresponding interactions while False indicates the opposite. The connection between the intervention node and knowledge node indicates the potential impact of the tutor intervention on students’ knowledge state. The intervention node is linked to all four BKT parameters. As a result, there are a total of eight parameters to learn in order to incorporate tutor intervention. One possible way of reducing the number of parameters is to choose only an intervention node to the learning rate parameter [84]. Similarly, Lin and Chi [85] developed the intervention-Bayesian knowledge tracing (Intervention-BKT), which incorporates various types of instructional interventions into BKT and distinguishes their different effects on student performance. Specifically, the intervention node in the Intervention-BKT adds involves two types of interventions: elicit and tell. The relations between the intervention and performance nodes represent the impact of teaching interventions on a student’s performance, while the relations between the intervention and knowledge nodes represent the impact of teaching interventions on a student’s knowledge state. Therefore, at each learning interaction, while the student’s knowledge state is conditional on both the previous knowledge state and the current intervention, the student’s performance depends on both the present knowledge state and the current intervention.

4.3.2 DKT with side information

With the goal of incorporating rich side information into DKT, Zhang et al. [88] proposed an extension to DKT that explored the inclusion of additional features to improve the DKT model. More specifically, it incorporates an auto-encoder network layer (a multi-layer neural network, as shown in Fig. [8(b)]) to convert the higher-dimensional input data into smaller representative feature vectors, thereby reducing both the resource requirement and time needed for training. Students’ response time, opportunity count, and first action are selected as incorporated side information and all input features are converted into a fixed-length input vector. Fig. [12] illustrates the process of feature incorporation. First, all input features are converted into categorical data and represented as a sparse vector by means of one-hot encodings. These encoded features are concatenated together to construct the higher-dimensional input vector as follows (as shown in Fig. [12(a)]):
4.4 Considering Forgetting after Learning

In real-world scenarios, after learning, forgetting is inevitable [21]. The *Ebbinghaus forgetting curve theory* indicates that students’ knowledge proficiency may decline due to forgetting [22]. Therefore, the assumption that a student’s knowledge state will not change over time is not reasonable. Nevertheless, basic KT models, such as BKT, usually do not take forgetting into consideration. Recently, Huang et al. [23] proposed knowledge proficiency tracing (KPT) to model students’ knowledge proficiency with both learning and forgetting theories, which can dynamically capture the change in students’ proficiency level on KCs over time and track them in an effective and interpretable manner. In the following, we will introduce some variants that have attempted to consider forgetting after learning for more precise prediction results.

4.4.1 Considering Forgetting in BKT

Qiu et al. [94] have discovered that BKT would consistently over-predict a student’s answers when a day or more had elapsed since her last response. The reason behind is that BKT assumes that student performance is the same no matter how much time has passed. To consider how student performance declines with time, these authors proposed a BKT-Forget model, which hypothesized that students may forget as days go by. In the BKT-Forget model, a time node is added to specify which parameters should be affected by a new day and the new day node is fixed with a prior probability of 0.2. The parameter \( \text{forget}_n \) is introduced to represent the forgetting rate on a new day, while \( \text{forget}_s \) denotes the forgetting rate on the same day. However, although BKT-forget does consider the decline in student performance, it can only model forgetting occurred on a time scale of days. To model the continuous decay of knowledge as time progresses, Nedungadi and Remya [95] incorporated forgetting into BKT based on the assumption that learned knowledge decays exponentially over time [96]. An exponential decay function is thus utilized to update the knowledge mastery level. These authors further assumed that the chance of forgetting will increase if a student does not practice the knowledge concepts within 30 days. Moreover, Khajah et al. [41] introduced an approach that counts the number of intervening trials and treats each as an independent opportunity for forgetting to occur.

4.4.2 Considering Forgetting in PFA

Recall the PFA model in Eq. (3), in which the probability of students’ mastery is estimated using a logistic function: 
\[
p(\theta) = \frac{1}{1 + e^{-\theta}},
\]
where \( \theta \) is defined as \( \theta = \beta + \mu + \nu f \). The original PFA model ignores the order of answers, not to mention the time between learning interactions. It is therefore difficult to directly incorporate time information into the original PFA model. Pelánek et al. [97] proposed PFAE (PFA Elo/Extended), a variant of the PFA model, which combines PFA with some aspects of the Elo rating system [98]. The Elo rating system was originally devised for chess rating (estimating players skills based on match results). In PFAE, \( \theta \) is updated after each learning interaction, as follows:
\[
\theta := \begin{cases} 
\theta + \mu \cdot (1 - p(\theta)) & \text{if the answer was correct,} \\
\theta + \nu \cdot p(\theta) & \text{if the answer was wrong.}
\end{cases}
\] (24)
As the forgetting behavior of students is closely related to time, in order to consider forgetting, Pelánek [99] increased a time effect function \( f \) to \( \theta \), i.e., using \( p(\theta + f(t)) \) instead of \( p(\theta) \), where \( t \) is the time (in seconds) from the last learning interaction while \( f \) is the time effect function.

4.4.3 Considering Forgetting in DKT

In order to represent the complex forgetting behavior, the DKT-forget model [100], which introduces forgetting into deep knowledge tracing, considers three types of side information related to forgetting: (1) the repeated time gap that represents the interval time between an interaction and the previous interaction with the same KC, (2) the sequence time gap that represents the interval time between the present interaction and the previous interaction in the sequence, and (3) past trial counts, which represent the number of times a student has attempted on exercises with the same KC. The two time gap features are used in minute scale, and all three features are discretized at \( \log_2 \) scale. Those side information is concatenated as additional information.
and represented as a multi-hot vector $c_t$, which is integrated with the embedding vector $v_t$ of the learning interaction, as follows:

$$v^c_t = \theta^\text{in}(v_t, c_t),$$

where $\theta^\text{in}$ is the input integration function. The integrated input $v^c_t$ and the previous knowledge state $h_{t-1}$ is passed through the RNNs to update the student’s knowledge state $h_t$, in the same way as in Eq. [7]. The additional information at the next time step $c_{t+1}$ is also integrated with the updated student’s knowledge state vector $h_t$:

$$h^c_t = \theta^\text{out}(h_t, c_{t+1}),$$

where $\theta^\text{out}$ is the output integration function.

In a departure from considering forgetting in the framework of existing KT methods, Wang et al. [101] proposed a novel model, named HawkesKT, which introduced the Hawkes process to adaptively model temporal cross-effects in KT. The Hawkes process is good at modeling sequential events localized in time, as it controls corresponding temporal trends by the intensity function. The intensity function in HawkesKT is designed to characterize the accumulative effects of previous learning interactions, along with their evolutions over time. In HawkesKT, the temporal cross-effects and their evolution between historical learning interactions in a dynamic learning process.

5 Applications

Although knowledge tracing is an emerging research area, it has already been applied in a wide variety of scenarios. In the following, we survey the applications of KT models in three typical educational scenarios: learning resources recommendation, adaptive learning, and educational gaming.

5.1 Learning Resources Recommendation

Traditionally, learning resources for each student is selected in one of two ways. The first requires teachers to manually select suitable resources that matches students’ knowledge levels for them to solve. However, this approach requires substantial time and efforts and different teachers may have different recommendations. The second allows students themselves to freely choose resources to learn; however, this may result in students choosing very easy or hard exercises that will not benefit their learning [104], leading to low learning efficiency. In recent years, the prevalence of intelligent tutoring systems and the development of KT methods make it possible to automatically recommend appropriate exercises to each student based on artificially designed intelligent algorithms.

Exercises are the most common learning resources in learning. Given the inferred knowledge levels of students, one common strategy is selecting the next exercise that will best advance the student’s knowledge acquisition. Desmarais and Baker [104] proposed two extensions of the original BKT model, which considered exercises’ difficulties or students’ multiple-attempt behaviors respectively. These two extensions are integrated into a BKT-sequence algorithm to recommend exercises to students based on their knowledge state. More specifically, this BKT-sequence algorithm first determines the predicted range of scores for each exercise. For each exercise, it then computes an expected score that the student should get to achieve mastery, which is dependent on the their current knowledge state (for instance, lower knowledge state will result in higher expected scores). Finally, the algorithm returns the exercise with a predicted score that is closest to that of the expected score. Therefore, as the knowledge state of a particular KC grows, more difficult exercises will be recommended, as harder exercises are associated with a lower predictive score. Experimental results have shown that students using the BKT-sequence algorithm were able to solve more difficult exercises, obtained higher performance and spent more time in the system than those students who used the traditional approach. Moreover, students also expressed that the BKT-sequence algorithm was more efficient.

In addition to exercises, there are also some other types of multi-modal learning resources, such as videos and figures. Machardy [105] opts to utilize an adaptation of BKT to improve student performance prediction by incorporating video observation. Experimental verification demonstrates the impact of both using and eschewing video data, as well as the rate of learning associated with a particular video. In this way, these authors developed a method to help people to evaluate the quality of video resources. Furthermore, they proposed the Template 1 Video model to incorporate video observations into BKT, which adds video activity as additional independent observation nodes to the BKT model. This model accordingly considers the probability that a given video resource will impart mastery on a student, and the transition probability is conditional only on the presence of either a video or an exercise. Thus, the quality of the video can be determined by its promotion of learning and this model can be leveraged as a tool to help to evaluate and recommend the video resources.

When recommending learning resources, existing solutions primarily aim to choose a simple strategy to assign non-mastered exercises to students. While reasonable, it is too broad to advance learning effectively. Huang et al. [106] proposed three more beneficial and specific objectives, which are review and explore, smoothness of difficulty level and student engagement, respectively. In more detail, Review and explore considers both enhancing students’ non-mastered concepts with timely reviews and preserving certain opportunities to explore new knowledge; Smoothness of difficulty level means that the difficulty levels of several continuous exercises should vary within a small range as students gradually learn new knowledge; Student engagement indicates students’ enthusiasm during learning, the recommended exercises should be in line with to their preferences. In order to support online intelligent education with the above three domain-specific objectives, the further presented a more reasonable multi-objective deep reinforcement learning (DRE) framework. In more detail, DRE presented three corresponding novel reward functions to capture and quantify the effects of the above three different objectives. This DRE framework is a unified platform to optimize multiple learning objectives, where more reasonable objectives also can be included in future. Experimental results show that DRE can effectively learn from the students’ learning records to optimize multiple objectives and adaptively recommend suitable exercises to students.


5.2 Adaptive Learning

Adaptive learning broadly refers to "a learning process in which the content taught, or the way such content is presented, changes or "adapts" based on individual student responses, and which dynamically adjusts the level or types of instruction based on individual student abilities or preferences" [107]. In contrast to learning resources recommendation, adaptive learning needs to design efficient learning schemes and dynamic learning paths to organize learning resources for students based on specific knowledge structures. However, the key problem associated with realizing adaptive learning is the same, that is dynamically measuring students' knowledge state, in which KT has been widely applied to solve this problem.

The first attempt made to apply KT to adaptive learning was the ACT Programming Tutor (APT) [13], where students were asked to write short programs and BKT was utilized to estimate their evolving knowledge state. This tutor can present an individualized sequence of exercises to each student based on these estimated knowledge states until the student has "mastered" each rule. Similarly, to provide adaptive language tutoring, Schodde et al. [103] presented an extension of BKT to predict possible effects that different tutoring actions may have on children's knowledge state, which will be utilized to guide the selection of proper next tutoring actions. In the experiments, children's real responses on the training courses indicated that they indeed learned words in the process of human-robot interactions. Besides, further analysis indicated that the adaptive model significantly improved their performance by personalized robot tutoring, in contrast to a randomized training strategy.

In recent years, Massive Open Online Courses (MOOCs) have become an emerging modality of learning, especially in higher-education. Pardos et al. [15] have adapted BKT on the edX MOOC platform. The research object was a 14-week online course, which includes weekly video lectures and corresponding lecture problems. BKT was applied to study students' learning phenomena and enhance their learning on this course. More specifically, in order to better adapt BKT to the learning platform, the original BKT was modified in different respects. First, due to the lack of labeled KCs, elements of the course structure were utilized to project KCs to exercises; here, the problems would be directly seen as the KCs and its questions would be seen as the exercises belonging to the KC. Second, in order to capture a various amount of students' knowledge acquisition at each attempt, the modified model assigned different guess and slip parameters to different attempt counts. Third, to deal with the problem of multiple pathways in the system, which reflected that the impacts on learning may come from various resources, they considered the resource influence on learning as a credit/blame inference problem.

Generally speaking, students' cognitive structures in-

---

**TABLE 2**

A summary of different types of knowledge tracing models, including their variants and applications.

<table>
<thead>
<tr>
<th>Models</th>
<th>Taxonomy</th>
<th>Main Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>BKT [13]</td>
<td>Basic models</td>
<td>Bayesian networks</td>
</tr>
<tr>
<td>DBKT [31]</td>
<td>Variants</td>
<td>Logistic regression</td>
</tr>
<tr>
<td>LFA [22]</td>
<td>Applications</td>
<td>RNNs/LSTMs</td>
</tr>
<tr>
<td>PFA [23]</td>
<td>Memory networks</td>
<td></td>
</tr>
<tr>
<td>KTM [24]</td>
<td>Attention mechanism</td>
<td></td>
</tr>
<tr>
<td>DKT [26]</td>
<td>Graph neural networks</td>
<td></td>
</tr>
<tr>
<td>DKVMMN [33]</td>
<td>Others</td>
<td></td>
</tr>
<tr>
<td>EKT [27]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEKBG [28]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAKT [29]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AKT [30]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RKT [30]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GKT [27]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BKT-Forget [94]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nedungadi and Remya [25]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
include both students’ knowledge level and the knowledge structure (e.g., one digit addition is the prerequisite knowledge of two digit addition) of learning items. Therefore, adaptive learning should keep consistency with both students’ knowledge level and the latent knowledge structure. Nevertheless, existing methods for adaptive learning often separately focus on either the knowledge levels of students (i.e., with the help of specific KT model) or the knowledge structure of learning items. To fully exploit the cognitive structure for adaptive learning, Liu et al. [20] proposed a Cognitive Structure Enhanced framework for adaptive Learning, named CSEAL. CSEAL conceptualized adaptive learning as a Markov Decision Process, it first utilized DKT to trace the evolving knowledge states of students at each learning step. Subsequently, the authors designed a navigation algorithm based on the knowledge structure to ensure the logicality and reasonability of learning paths in adaptive learning, which also reduces the search space in the decision process. Finally, CSEAL utilized the actor-critic algorithm to dynamically determine what should be learned next. In this way, CSEAL can sequentially identify the suitable learning resources for different students.

5.3 Educational Gaming

The above two kind of applications are most common for knowledge tracing in traditional education field. Recently, knowledge tracing is also extended to be applied in more general scenarios, such as educational gaming. Long and Aleven [108] conducted a classroom experiment comparing a commercial game for equation solving, DragonBox, with a research-based intelligent tutoring system, Lynnette. The results indicated that students who used DragonBox enjoyed the experience more, while students who used Lynnette performed significantly better on the test. Therefore, it is possible to enable students to learn effectively and happily by designing suitable educational games on an online learning platform. In educational gaming, the paradigm of tracing students’ knowledge state can also work for player modeling. Here, player modeling, which is the study of computational models of players in games, aims to capture human player characteristics and cognitive features [109]. For instance, Fisch et al. [110] revealed that children engage in cycles of increasingly sophisticated mathematical thinking over the course of playing an online game. Kantharaju et al. [111] presented an approach to trace player knowledge in a parallel programming educational game, which is capable of measuring the current players’ real-time state over the different skills required to play an educational game based only on in-game player activities.

5.4 Summary

To summarize, we list the categories and techniques of all aforementioned knowledge tracing methods in Table 2[2], including the basic KT models, the variants of KT models and the applications of KT models. Moreover, to better help researchers and practitioners implement knowledge tracing solutions, as well as to facilitate future research in this domain, we have collected some popular public datasets, algorithms and relevant resources for knowledge tracing at the following URL: https://github.com/bigdata-ustc

6 Future Research Directions

This survey has reviewed the abundant current developments in the field of knowledge tracing, including their variants and typical applications, as completely as possible. Nonetheless, as knowledge tracing is a young but promising research area, a large number of research problems remain that need to be urgently solved. In this section, we discuss several potential future research directions.

6.1 Knowledge Tracing with Interpretability

Given the interaction sequence of each student, knowledge tracing aims to monitor students’ changing knowledge state during the learning process and thus accurately predict her performance on future exercises. As it is difficult to obtain the true knowledge state of students, the performance of KT models is usually indirectly evaluated with reference to prediction tasks: that is, the higher the prediction precision of students’ responses on future exercises, the better the performance of the KT model. Therefore, interpretability is typically not the major focus of existing KT models, especially for those deep-learning based models with the end-to-end learning characteristic. However, interpretability is of significant importance in the domain of education; for example, students usually care more about why a specific item is recommended rather than which/what item is recommended. More attention should therefore be paid to improving the interpretability of KT models. To this end, some educational theories can be considered, such as the Rasch model used in AKT [29] and the transfer of knowledge used in SKT [63]. Moreover, we could consider incorporating knowledge tracing along with some static cognitive diagnosis models. For instance, a neural cognitive diagnosis framework was recently proposed by Wang et al. [112] with the goal of obtaining more accurate and interpretable diagnostic results. By incorporating educational theories or static cognitive diagnosis, we expect to more accurately measure students’ knowledge state at each learning step. Consequently, both accurate and interpretable knowledge tracing results can be achieved.

6.2 Knowledge Tracing with Continuous Responses

Most KT models simplify the learning environments. For example, they assume that students’ answers are only binary (i.e., either 0 or 1). The continuous value of students’ answers (e.g., those on subjective exercises) are usually omitted. In real-world scenarios, students may answer different types of exercises with either discrete or continuous responses, with the latter accounting for a large proportion that cannot be ignored. Simple binarization of the continuous responses introduces inevitable systemic errors to the estimation of students’ knowledge states. It is therefore necessary to develop KT models that can handle continuous responses and further measure students’ knowledge states from both discrete and continuous responses. For example, in the domain of cognitive diagnosis, Liu et al. [113] proposed a fuzzy cognitive diagnosis framework for both objective and subjective scenes, which combines fuzzy set theory and educational hypotheses to model students’ knowledge proficiency.
6.3 Knowledge Tracing with Student’ Feedback

Learning records are passive reflections of students’ knowledge proficiency. By contrast, student feedback provides us with their proactive understanding about their knowledge states, which in turn yields direct and real indicators of their learning situation. However, there are few KT models that take advantage of training data related to student’ feedback, even though it can play an important role in fixing the KT results. Wang et al. have noted that feedback plays a positive role in learning, which may promote transfer and retention in learning from worked-out examples. Therefore, incorporating student feedback is a promising avenue that may yield better results.

6.4 Knowledge Tracing with Less Learning Data

Moreover, the learning of high-quality KT models inevitably requires a substantial amount of data to guarantee training stability. However, practical educational scenarios often suffer from the cold-start problem and the data isolation problem: e.g., students’ learning data tends to be distributed across different schools and is also highly proprietary, so that it is difficult to gather the data for training. Therefore, potential methods of combining concepts such as federated learning or active learning to train novel KT models are also a promising research direction.

6.5 Knowledge Tracing for General User Modeling

Generally speaking, user modeling refers to tools for characterizing users’ behaviors (e.g., frequent locations), personal information (e.g., age, gender, and occupation) and latent features (e.g., interests and abilities), which facilitate the provision of targeted services for different users. As a type of latent feature modeling, user ability modeling (including knowledge tracing) diagnoses the proficiency of users (not only individuals, but also groups of individuals, like user teams and companies) on specific skills/concepts. Therefore, in addition to education, knowledge tracing can be generally applied in a number of domains for user modeling, such as games, sports and recruitment.

7 Conclusions

In this survey, we conducted a comprehensive overview of knowledge tracing. More specifically, we first proposed a new taxonomy from the technical perspective, which split the basic KT models into three categories: (1) probabilistic models, (2) logistic models and (3) deep learning-based models. Based on this taxonomy, we reviewed existing KT models comprehensively. We then introduced several variants of KT models designed to model more complete learning process in three different phases: (1) modeling individualization before learning, (2) incorporating engagement and utilizing side information during learning, and (3) considering forgetting after learning. Subsequently, we summarized the applications of KT in three common educational scenarios: learning resources recommendation, adaptive learning, and educational gaming. Finally, we outlined some potential future directions for this young but promising research field. We hope that this extensive survey of knowledge tracing can serve as a basic framework for both researchers and practitioners in future research.
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