
Anhui Province Key Lab. of Big Data Analysis and Application

Adaptive Learning with Cognitive Contexts Modeling

(基于认知情境建模的自适应学习方法)

Qi Liu (刘 淇)
qiliuql@ustc.edu.cn

University of Science and Technology of China
http://staff.ustc.edu.cn/~qiliuql/



Anhui Province Key Lab. of Big Data Analysis and Application

Outline

Background of Adaptive Learning  1

Cognitive Diagnosis Methods2

3

4

Adaptive Testing Frameworks

Cognitive Context-aware  Recommendation

5 Discussion and Conclusion



Background

3

• Adaptive is important for “learning”

 Adaptive learning is an educational method which uses computer algorithms to orchestrate the interaction with the 
learner and deliver customized resources and learning activities to address the unique needs of each learner [1].

[1] https://www.smartsparrow.com/what-is-adaptive-learning/

(a) Non-adaptive learning (b) Adaptive learning
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Data Selection Architecture OptimizationParameter Training

Some representative “adaptive cases” in machine learning

 Adaptive Sampling[AdaBoost’ EuroCOLT’95]
 Re-weighted cost[BAN’ICML’18]

 Adaptive learning rate[Adam, ICLR’15]
 Parameter initialization [MAML, ICML’17]

 Dropout [AE, NIPS’13]
 Model layer selection [AdaShare, ArXiv’19]
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 Adaptive in human learning

 “Adapts” based on the responses of the individual student, which dynamically adjusts the level or 
types of instruction based on individual student abilities or preferences. [Wikipedia]

Adaptively teach more studentsAdaptively teach few students
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Adaptive Learning Algorithms

Large number of learning records

via Cognitive diagnosis

Adaptive teaching

Experienced teacher

BA

C D

FE

Limited learning records

via score

Offline teaching

Evaluation

Evidence

Solution
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How to accurately evaluate the cognitive level of each student?

Learning records

PredictionCognitive modeling

PredictionEmbeddingTraditional Model

Cognitive structure



Background

8

How to make fast & comprehensive testing to evaluate the cognitive level of student?

Testing machines

Testing human

Massive training data

Adaptive testing

Traditional testing

Cognitive structure

fast &
comprehensive

…

Cognitive
modeling
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Adaptive in machine learning Adaptive in human learning Traditional personalized recommendation

 Implicit context
 Explicit cognitive context

 Cognitive context-aware

 User interest-aware

 Given the cognitive level of each student, how to adaptively recommend personalized
educational resources?



Background

10

Response matrix R

Q-matrix 

Exercise Text 

How to accurately evaluate the cognitive level of 
each student?

How to make fast & comprehensive testing to 
evaluate the cognitive level of student?

How to adaptively recommend personalized educational 
resources?

Cognitive Diagnosis

Adaptive Testing

Cognitive Context-aware Recommendation

Challenges Solutions
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Cognitive Diagnosis
 Cognitive diagnosis（认知能力诊断）

 Defination: diagnose the proficiency of participants on specific skills/concepts

 Necessary: adaptive learning is based on cognitive diagnosis

Real-world scenarios: games, sports, recruitment, education, etc.

Cognitive diagnosis is a necessary and fundamental task.
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Cognitive Diagnosis
 Problem Definition of Cognitive diagnosis

Given (Input):
Student-Exercise matrix R

  denotes the response score of  student 

i on exercise j

Exercise-Concept Q-matrix
If exercise relates to concept , 

Response matrix R Q-matrix 

Goal (Output):
Student’s proficiency on each concept/skill

E.g. in the range of [0,1]

Cognitive 
diagnosis 

学生

试题 技能/知识点
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Cognitive Diagnosis

 early 20th century~ 1960s: 
 Ability level paradigm 

 Classical Measurement Theory (CTT)

 Item Response Theory (IRT)

 Describe the relationship among 

true score, errors and observation score

 Now~ : 
 Deep cognitive diagnosis paradigm

 deep learning-based cognitive diagnosis

 Describe complex relationships

 Technological development 

 1960s~2010s :
 Cognitive level paradigm 

 Multidimensional IRT(MIRT)

 Describe the relationship between 

latent trait and item characteristics

 Harold Gulliksen. 1950. Theory of mental tests
 A. Birnbaum. 1968. Some latent trait models and their use in inferring an examinee’s ability. Statistical theories of mental test scores (1968).
 J. De La Torre. 2009. DINA model and parameter estimation: A didactic. Journal of educational and behavioral statistics 34, 1 (2009), 115–130.
 Fei Wang, Qi Liu, Enhong Chen, et al. Neural Cognitive Diagnosis for Intelligent Education Systems. AAAI2020, Accepted.
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Cognitive Diagnosis
 Item Response Theory (IRT)

 DINA

Skill proficiency vector

Guess factor Skill proficiency 

Discrimination Difficulty 

Slip Guess

 A. Birnbaum. 1968. Some latent trait models and their use in inferring an examinee’s ability. Statistical theories of mental test scores (1968).
 J. De La Torre. 2009. DINA model and parameter estimation: A didactic. Journal of educational and behavioral statistics 34, 1 (2009), 115–130.
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 Summary of existing methods
 Problems in the interaction functions of traditional methods:

 manually designed  labor intensive
 mostly linear function  limited approximation ability
 just numerical data  cannot mine heterogeneous big data

 Deep cognitive diagnosis paradigm 
 Learn interaction function automatically from data with deep learning

 manually designed, limited ability  automatically learned, high ability

Exercise Text Q-matrix Response matrix R

IRT
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Fei Wang, Qi Liu, Enhong Chen et al. Neural Cognitive Diagnosis for Intelligent Education Systems. AAAI2020, Accepted.

难度、区
分度等
难度、区
分度等

知识点相
关度𝐹
知识点相
关度𝐹

𝐹௦
知识点掌
握度𝐹௦

 Model Design :
 Student Factors: knowledge proficiency vector ௦

 Exercise Factors: knowledge relevancy vector 

 other exercise factors ௧ (optional): e.g., difficulty, discrimination
 Interaction Function: interactive multi-layers
 Output: The probability that the student would correctly answer the exercise
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Explainable
 Explainably model student knowledge states
 𝒔 𝒌𝒏: attach each entry of ௦ to a specific knowledge concept

 Monotonicity Assumption: The probability of correct response to the exercise is monotonically increasing 
at any dimension of the student’s knowledge proficiency. (widely applicable)

Predict

掌握度𝐹௦

相关度𝐹
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NeuralCDM:  One basic implementation of NeuralCD with Q-matrix

input layer: 


௦ ௗ ௗ௦

 ௦

Directly from Q-matrix

interaction layer: 
• full connection
• positive weights

Monotonicity Assumption

training with cross 
entropy loss

r
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General:
 NeuralCD framework is general and can cover some traditional models
 e.g., MF, IRT, MIRT

𝑦

IRT

NeuralCDM

ℎே
௦

ℎே
ௗ

ℎௗ௦

𝑄,ଵ ∘ (ℎଵ
௦ − ℎଵ

ௗ
) × ℎௗ௦ℎସ

௦

ℎସ
ௗ

ℎௗ௦

(ℎ௦ − ℎௗ) × ℎௗ௦
ℎଷ

௦

ℎଷ
ௗ

ℎௗ௦

(ℎ௦ − ℎௗ) × ℎௗ௦
ℎଶ

௦

ℎଶ
ௗ

ℎௗ௦

(ℎ௦ − ℎௗ) × ℎௗ௦

ℎସ

ℎଷ

ℎଶ

ℎଵ

ℎே

ℎଵ
௦

ℎଵ
ௗ

ℎௗ௦
𝑄,ଵ ∘ (ℎଵ

௦ − ℎଵ
ௗ

) × ℎௗ௦

𝑄,ଵ

多层神经网络退
化为单个sigmoid

ℎ 𝜎 𝑦

ℎ௦

ℎௗ

ℎௗ௦ (ℎ௦ − ℎௗ) × ℎௗ௦

1

多维退化
为单维固定为1
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Extendible
 refine Q-matrix with exercise texts
 pre-train a CNN to predict knowledge concepts of the input exercise
 combine with Q-matrix through a partial order probabilistic scheme:

knowledge relevancy: Q-matrix >= predicted > other = 0  

NeuralCDM+



 Experiment

Neural Cognitive Diagnosis
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 Student performance prediction

Best

 Math: private, mathematical 
exercises (with texts) and logs

 ASSIST: public, mathematical 
exercises (without texts) and logs 

 Datasets



Neural Cognitive Diagnosis
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 Adaptive Diagnosis 
 a student’s performance on 3 exercises in ASSIST
 and his/her diagnosed result

Q-Matrix Response
The student is more likely to answer correctly 
when his/her knowledge proficiency satisfies the 
requirement of the exercise. 

Code for NeuralCDM is available at https://github.com/bigdata-ustc/NeuralCD
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What is Adaptive Testing
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 Adaptive Testing: a promising form of computer-administrated examination
 different from traditional “ Paper and Pencil testing” 

 interactively select questions for students, based on his/her current performance

TestingPaper & Pencil Testing Adaptive Testing

Selecting a uniform set of questions Selecting a tailored sequence of questions



Application of Adaptive Testing
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 More and more adaptive testing applications
 Improve the experience of both examiners and examinees

 Not only in educational exams
 Will be applied more in the future

HSK
ISPN

…

Knewton
iFlyTek

… …

GRE
GMAT
TOEFL

…

Educational
Examination

Qualification
Examination

Online
Education

Adaptive 
Testing

Adaptive 
Testing

PROMs
VR-12
… …

Sports &
Health



Formalization of Adaptive Testing
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 Adaptive Testing Framework
 Cognitive Diagnosis Model (CDM)

 Input: examinee records
 Output: diagnosis for examinee ability
 Example: IRT, NeuralCD

 Selection Strategy
 Input: examinee ability
 Output: the next question

 Adaptive Testing Procedure
 Input: new examinee ଵ

 Procedure: step select answer diagnose step 
 Output: diagnosis for ଵ

Selection
Strategy

Cognitive Diagnosis
Model(CDM)

𝟏

Diagnosis

𝒕
 

Diagnosis for selection

Selection for diagnosis
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 Methodology:
 Heuristic: = informativeness of question

 Greedy: ௧
∗

∈ொ

 By informativeness we mean
 Generally: information a question offers while answered by the examinee

 Specifically: accuracy of parameter estimation of the CDM

 Example: a simple IRT-based strategy 
 Intuition: matching difficulty with ability

 Procedure: (bOpt)
Prob done right ability

difficulty

CDM Strategy

Update 

Select 𝒒 = 𝒂𝒓𝒈𝒎𝒊𝒏|𝒃 − 𝜽|



Development of Adaptive Testing
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 Following the same idea, there are a number of adaptive testing strategies
 Categorized by their underlying CDMs 



Challenge in Adaptive Testing
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 Model-specific methodology leads to inflexible framework
 IRT model IRT-based strategy only dedicated to IRT

 MIRT redesign MIRT-based strategy only dedicated to MIRT

 NeuralCDM hard to redesign no suitable strategy currently

 We need a model-agnostic framework

Model A Strategy A

Model B Strategy B

Model C Strategy C

Model A

Model B

Model C

Model-Agnostic
Strategy

Decoupling Strategies with Models

Model-Specific Framework Model-Agnostic Framework



Inspiration from Machine Learning
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 Adaptive Testing: from a data scientist’s perspective
 Selects valuable data samples for models

 Active Learning: Inspire us with a model-agnostic solution
 Applies data querying strategies to a wide range of models and tasks

 ① Abstract the underlying models without specific assumptions

 ② Uplift the objectives to a high level

Active Learning
Concepts

Adaptive Learning 
Counterparts

Labeled dataset Tested question set

Unlabeled dataset Untested question set

Learning model Diagnosis model

Active query selection Question selection

Person annotator Student



How to Achieve Model-Agnostic
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 CDM abstraction from specific models
 Ability parameters without interpretation assumption

 Optimization objective at a high level
 Original objective: make parameters estimated accurately

 From an educational perspective, is that enough ?

IRT 𝒑 𝜽 =
𝟏

𝟏 + 𝒆ି𝒂 𝜽ି𝒃

MIRT 𝒑 𝜽 =
𝟏

𝟏 + 𝒆
ି𝒂𝑻 𝜽ି𝒃

… …



Quality and Diversity: Proper Objectives
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What should appropriate questions look like ?

 High-quality: contains enough information
 Understand examinees accurately

 The more information, the more uncertainty  in the change of model parameters

 Diverse: covers enough knowledge points
 Understand examinees comprehensively

Nothing useful if
the student will 

definitely answer the 
question right/wrong

Test Content

Geometry Algebra

Function Statistics

Biased results if
the knowledge 

coverage is imbalanced

？



Our Work: Framework Overview
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 Model-Agnostic Adaptive Testing (MAAT)
 Work with an abstract model to achieve model-agnostic

 Aim at the two high-level objective in a two-stage method

high-quality questions 

diverse questions



Quality Module: Select High-quality Questions
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 Quantify the quality of a question
 How we measure the information the abstract CDM obtains

 Expected Model Change (EMC)
 Idea: the more information of question, the more uncertainty in the change of model parameters

 Challenge: change is unknown before the student answer the question 
 Solution: estimate with expectation

Quality Module

Expected Model Change

𝑝 = 0.4

𝑝 = 0.6 Δ𝜃 = 15

Δ𝜃 = 10

𝐸𝑀𝐶 = 0.4 ∗ 10 + 0.6 ∗ 15 = 13

𝑝 = 0.9

𝑝 = 0.1 Δ𝜃 = 100

Δ𝜃 = 1

𝐸𝑀𝐶 = 0.9 ∗ 1 + 0.1 ∗ 100 = 10.9



Diversity Module: Select Diverse Questions
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 Quantify the diversity of the candidate questions
 Intuitively done with knowledge concepts related to questions

 Importance Weighted Knowledge Coverage (IWKC)
 Idea: the more knowledge concepts covered, the more diverse of the questions

 Challenge: 
 Difficulty: subset selection with maximizing IWKC is NP-hard

 Solution: fortunately with the submodular property of IWKC, the simple greedy algorithm can 

achieve a suboptimal solution with optimal ratio  
ଵ



Diversity Module

Importance Weighted

Theoretically 
Guarantee



Experiments
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 Two real datasets on education

 Quality comparison
 AUC on performance prediction

 Diversity comparison
 Coverage on knowledge
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Traditional recommendation
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Assuming student state is static makes it hard to capture the dynamic cognitive context,
which impairs the model ability to provide suitable recommendation.

Collaborative filtering on student 
response matrix and recommend 
the exercise more likely to be 
correctly answered.

Based on learning trajectory and 
knowledge structure, adopt 
expert system to recommend 
learning path. 

Thai-Nghe et al. 2010 Zhu et al. 2018



Cognitive Context-aware  Recommendation

 Adapt to  the implicit evolving cognitive context of the learner

 Keep the learning path be in accordance with the logicality determined by the knowledge structure (e.g. 

prerequisites)

knowledge structure of items

cognitive context of learner



Cognitive Context-aware  Recommendation
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Interactive dynamic adaptive recommendation
• Multi-round interaction

• Adaptively adjust 
recommendation 
strategy according to 
cognitive context

Limitation

Cognitive Context-aware
Recommendation

Traditional static adaptive recommendation

• Recommend all items 
at one time

• Without Interaction

• Context-blind

Challenge

Without precisely modeling 
cognitive context, it is hard 

to recommend suitable items.

How to model the evolving 
cognitive context?

How to stay with the logicality 
of knowledge structure ? 

How to maximize the overall 
gain along the learning path?



Evolving Cognitive Context Modeling

 Cognitive Diagnosis

 IRT, MIRT, …

 DIRT, NeuralCD

 …

 Problem: only model the static cognitive context

 Knowledge Tracing (Dynamic Cognitive 

Diagnosis)

 BKT (Bayesian knowledge tracing)

 DKT 

 EKT

 …

How to model the dynamic evolving cognitive context along time?

2020 May 2020 Jun 2020 Aug2020 Jul

？

Student ability keeps evolving during learning

 Corbett A T, Anderson J R. Knowledge tracing: Modeling the acquisition of procedural knowledge[J]. User modeling and user-adapted interaction, 1994, 4(4): 253-278.



Evolving Cognitive Context Modeling
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 Deep Knowledge Tracing（DKT）
 Use RNN  to Model the dynamic evolving cognitive context according to the learning records

 The hidden state vector in RNN：dynamic cognitive context

Probability of students 
correctly answering the 

question after time T

Hidden layer of neural 
network, students' 

knowledge level at time T

Student learning record 
at time T, in one-hot 

vector

Dynamic cognitive context

 Piech C, Bassen J, Huang J, et al. Deep knowledge tracing. NIPS 2015: 505-513



Learning Path Recommendation
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 The learning path should be in accordance with the logicality determined by the knowledge structure
 Avoid exploring the effect of recommending calculus to junior students

 Learning path recommendation should maximize the overall gain along the whole learning path instead 

Cognitive Navigation algorithm 

Actor-critic recommenderLearning target

Candidates

Central 
focus



Cognitive Context-aware  Recommendation
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 CSEAL: Cognitive Structure Enhanced framework for Adaptive Learning



Cognitive Context-aware  Recommendation

46

 CSEAL: Cognitive Structure Enhanced framework for Adaptive Learning

Student performance 
improves in simulated 

environments

Better evaluation 
results given by 

experts



Cognitive Context-aware  Recommendation
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 CSEAL: Cognitive Structure Enhanced framework for Adaptive Learning
More efficient and 

logical learning path



Anhui Province Key Lab. of Big Data Analysis and Application

Outline

Background of Adaptive Learning  Background of Adaptive Learning  

Cognitive Diagnosis Methods2

3

4

Adaptive Testing Frameworks

Cognitive Context-aware  Recommendation

Discussion and Conclusion 5

1



Conclusion
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Response matrix R

Q-matrix 

Exercise Text 

How to accurately evaluate the cognitive level of 
each student?

How to make fast & comprehensive testing to 
evaluate the cognitive level of student?

How to adaptively recommend personalized educational 
resources?

Cognitive Diagnosis

Adaptive Testing

Cognitive Context-aware Recommendation

Challenges Solutions
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 Understanding students better
 Learning behaviors and feebacks

 Learning psychology

 … …

Students Resources

Behaviors

Psychology

Multimodal

Knowledge Structure

Cognitive Diagnosis
Adaptive Testing

Adaptive Learning

Understanding resources better
Multimodal learning
Knowledge structure
… … 
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 We test students with exams and diagnose
them with cognitive diagnosis

Machine TestingHuman Testing

Exam-oriented Education
BA

C D

FE

Cognitive Diagnosis

Metric-oriented Training

Cognitive Diagnosis

Now we test machines with plenty of data but 
do not diagnose them 

How to diagnose machines?



Discussion-3
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 Adaptive learning enhanced with cognitive diagnosis
 Modeling human ability and learning resources simultaneously

 Adaptively matching resources with ability promoting learning efficiency

 How about adaptive machine learning?

Human

Machine

Resource

Data

Match
Ability Representation

Ability Representation
Gap
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